
6th International DAAAM Baltic Conference  
INDUSTRIAL ENGINEERING  
24-26 April 2008, Tallinn, Estonia   
 

GEOMETRIC REVERSE ENGINEERING USING A LASER 
PROFILE SCANNER MOUNTED ON AN INDUSTRIAL ROBOT 

 
Rahayem, M.; Kjellander, J.A.P, & Larsson, S. 

 
 

    Abstract: Laser scanners in com-
bination with accurate orientation devices 
are often used in Geometric Reverse 
Engineering (GRE) to measure point data. 
The industrial robot as a device for 
orientation has relatively low accuracy but 
the advantage of being numerically 
controlled, fast, and flexible and it is 
therefore of interest to investigate if it can 
be used in this application. We have built a 
measuring system based on a laser profile 
scanner mounted on an industrial robot. In 
this paper we present results from 
practical tests based on point data. We 
also show how data from laser profiles can 
be used to increase accuracy in some 
cases. Finally we propose a new method 
for plane segmentation using laser profiles. 
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1. INTRODUCTION  
 
Geometric Reverse Engineering (GRE) is 
concerned with the problem of creating 
CAD-models of real objects by fitting 3D 
point data measured from their surfaces. 
An introduction to GRE which is often 
referred to is a paper by Varady [1]. See 
also [2] and [3]. Measurement systems for 
this purpose are often based on laser range 
finders in combination with mechanical 
devices for orientation. For industrial 
applications it is preferable that the 
orienting device is possible to control 
numerically, so that point clouds can be 
created without human interaction. This 

leads to the idea of using an industrial 
robot as the orienting device. 
 

 
Figure 1:  The measuring system 

 
To test this idea we have designed and 
built a measuring system based on a profile 
scanner and an industrial robot ABB 
IRB140 with a turntable see figure 1. To 
integrate the two systems and control the 
movement of the scanner, we use Varkon, 
an open source CAD system; see [4] and 
[5].With a measurement system of this 
kind, a point on the surface of an object is: 

 
dNPP rr *+=              (1) 

 
Where rP the current 3D position of the 
robot tool centre is rN  is the direction of 
the laser range finder and d  is the distance 
from rP  to the surface of the object. 
Industrial robots are usually less accurate 
than laser range finders and 3D point data 
calculated according to (1) will thus be 
limited in accuracy by the robot. If a 



profile scanner is used however, some 
GRE operations can be performed without 
involving the orientation of the robot. A 
profile scanner creates a profile on the 
surface of an object with a line laser and 
uses a camera to capture the image of the 
profile. 2D image processing is then 
applied to identify the pixels in the image 
that represent the profile and a calibration 
table is finally used to map pixels to a 2D 
coordinate system. See figure 2. 
 

 
Figure 2: From pixels to profiles 

 
 A plane surface in 3D space will appear as 
a straight line in the 2D profile and this 
property can be used to measure distances 
within the camera picture with relatively 
high accuracy since the orientation of the 
robot is not involved. GRE of 3D surfaces 
is not possible without involving the 
orientation of the robot but we believe that 
if the information in the 2D profiles is used 
wisely we can still achieve an accuracy 
which is better than the accuracy of the 
robot. To illustrate this we will first 
investigate traditional GRE of planar 
surfaces based on 3D point clouds 
calculated using (1). We will then present 
the result from an experiment where the 
radius of a cylinder is established using 
information from a 2D profile only. This 
experiment shows that 2D profiles can be 
used to measure distances within a single 
camera picture without loss of accuracy. 
We will finally propose an alternative to 
traditional segmentation of planes based on 
2D profiles instead of 3D point data. 
 
2. GRE BASED ON POINT CLOUDS  
 
A well established method for GRE of 
planar surfaces is to start with an unordered  

set of 3D points and sort them spatially so 
that they can be connected into a triangular 
mesh, see [6], [7], [8] and [9]. The tri-
angulation algorithm we use is described in 
[4]. Next, segmentation is used to identify 
regions of coplanar triangles. Finally, 
planes are fitted to the segmented regions. 
See [6] and [10] for surveys of segmentation 
methods. A segmentation method that is 
well suited for GRE of planar surfaces is 
region growing.  A seed triangle is first 
identified and adjacent triangles are then 
added to form a planar region. In [11], 
Sacchi et al. propose a method to identify 
seeds based on scalar curvature values 
computed for each triangle using infor-
mation from surrounding triangles. We 
have implemented this method and added a 
growing criterion based on the direction of 
normal vectors. The resulting GRE 
algorithm includes the following steps: 
 

1. Join neighboring points into a 
triangular mesh. This is relatively 
easy since the points from the 
profile scanner are ordered 
sequentially within each profile 
and profiles are ordered 
sequentially in the direction the 
robot is moving. 

2. Calculate scalar curvature 
estimates for all triangles using the 
Sacchi algorithm. An intermediate 
step in the algorithm is the 
calculation of approximate normal 
vectors and these are saved to be 
used in step 3 below. 

3. Use the triangle with lowest 
curvature as a seed and add 
connected triangles to the region as 
long as their normal vectors are 
reasonably parallel with the normal 
of the seed. A cone angle is used as 
a threshold for the normal 
deviation; see [2] and [12]. 

4. When no more triangles can be 
added to the current region, search 
the remaining triangles for the one 
with the lowest curvature and start 
the growing procedure again with a 



new region until all triangles have 
been processed. 

5. For each segmented region, fit a 
plane using Principle Components 
Analysis, see [13]. 

 
The behavior of the algorithm depends on 
three parameters that need to be set for 
each object in order to avoid too many 
regions to be identified (over segmenta-
tion) or too few (under segmentation). 
 

1. Maximum seed curvature value, 
maxKseed . A value too high will 

contribute to over segmentation; a 
value too low will contribute to 
under segmentation. 

2. Minimum number of triangles in a 
region, minnt . A value too high may 
result in under segmentation while 
a value too low may cause over 
segmentation. 

3. Maximum normal deviation (cone 
angle), maxNdev . Increasing this 
parameter will increase the number 
of planes that are added to a region. 
A value too high may result in a 
region that is bigger than the actual 
plane while a value too low may 
exclude so many planes that the 
minimum number of triangles in a 
region is not reached. 

 

 
Figure 3: The measured object 

Figure 3 shows an object that has been 
used by Varady [14] and others [11], [10] and 
[2] as a reference. We have manufactured a 
copy of this object using an Objet Eden 
250 high accuracy rapid prototyping 
machine and then measured the object 
using our system based on the robot and 
profile scanner. After a few initial tests, we 
processed the measured data using  

015.0max =Kseed  , 55min=nt  and maxNdev = 3 
degrees. 
 

 
Figure 4: Segmented object 

 
 The result is shown in figure 4. Black 
triangles are the seeds and grey areas are 
the corresponding regions. The number of 
points was 25920 and all 6 planar regions 
were correctly identified. Processing time 
on a 1.2 GHz AMD Athlon was 56 seconds 
from start of segmentation until all 6 planes 
were fitted. The segmentation code is 
written in MBS language, an interpreted 
high level language for geometric 
modeling included in the Varkon CAD 
system [5]. Translating the code to C/C++ 
would reduce the processing time 
considerably. For each of the planes we 
computed the error in vertical position  vE  
by comparing the position of a point on the 
plane in the centre of the region with its 
true value measured using a Mitutoyo 
CMM. We have also computed the error in 
normal direction nE  as the angle between 



the fitted plane normal and the true normal. 
The positional accuracy of a plane seems to 
be close to 0.5 mm and the accuracy of the 
normal approximately 0.1 degrees. This is 
also the accuracy you would expect from 
the robot. The relatively high accuracy of 
the profile scanner does not influence the 
results. Although it is a natural choice, we 
have not seen the combination of seeds 
calculated using the Sacchi algorithm and 
the region growing based on normal 
deviations published earlier. It is our 
impression that it performs well and should 
be investigated more in depth. 
 
3. GRE BASED ON PROFILES 
 
In [15] we show that an accuracy of 0.05 
mm or better is possible when fitting lines 
to laser profiles. 
We also show how intersecting lines from 
the same camera picture can be used to 
measure distances with high accuracy. 
In a new series of experiments we have 
investigated the accuracy in measuring the 
radius of a circle. We measured an object 
with cylindrical shape and took pictures 
with the scanner head orthogonal with the 
cylinder axis. The cylinder will then appear 
as a circular arc in the scan window. We 
used a steel cylinder with mmR 055.10=  
measured with a Mitutoyo micrometer (0-
25mm / 0.001mm) and the experiment was 
repeated 100 times with D increasing in 
steps of 1 mm thus covering the scan 
window. To make it possible to distinguish 
between systematic and random errors each 
of the 100 steps was repeated n=10 times, 
and in each of these the scanner head was 
moved 0.05 mm in a direction collinear 
with the cylinder axis to filter out the effect 
of dust, varying paint thickness or similar 
effects. The total number of pictures 
analyzed is thus 1000. 
For each distance D we made an LSM fit 
of a circle to each of the n pictures and 
calculated the systematic and random 
errors using Esq.’s. (2) and (3). The result 
was plotted in figure 5 and 6. 
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sE  and rE are the systematic and random 

radius errors. R and iR  are the true and 
measured radius and n the number of 
profiles for each D. The maximum size of 
the random error is less than 0.02 mm for 
reasonable values of D. 
 

 
Figure 5: Systematic error in radius 

 

 
Figure 6: Random error in radius 

 
 
 
 
 



4. A COMBINED METHOD  
 

Traditional plane fitting as described in 
section 2 does not require more info-
rmation from the measuring system than 
3D coordinates. If we have access to laser 
profiles however, it should be possible to 
adopt an alternative strategy. As shown in 
[15], line fitting based on profiles can be 
done with relatively high accuracy. An 
object with one or more planar surfaces 
will give rise to profiles with one or more 
straight line segments. We believe that well 
known segmentation methods as described 
in [16], [17] and [18] can be used to find 
these lines, still with relatively high 
accuracy. As the robot moves along a scan 
path each profile created will be associated 
with a specific 3D orientation, see figure 7. 
We know each orientation but only with 
the relatively low accuracy of the robot. 
 

 
Figure 7: Non parallel scan profiles 

 
It is reasonable to believe that the relative 
error between two consecutive orientations 
along a scan path is smaller than the 
overall absolute accuracy of the robot. It 
should therefore be possible to investigate 
if line segments from two consecutive 
profiles belong to the same plane with an 
accuracy that is better than the overall 
accuracy of the robot. Two lines in the 
same plane indicate that a plane actually 
exists. Grouping all segmented lines into 
planar regions will create segmentation 
similar to the one described in section 2 
based on regions growing.  
 
 
 

5. CONCLUSION 
 
The industrial robot with a laser profile 
scanner is an interesting alternative in 
applications where high speed and 
flexibility combined with low cost is 
important. Plane segmentation based on 3D 
data requires points to be triangulated and 
normal or curvature for each triangle to be 
estimated using approximation. If the 
accuracy of the measuring system is high 
relative to the size of the smallest plane we 
want to fit these approximations are 
acceptable. The accuracy of an industrial 
robot used as a 3D point measurement 
system is relatively low, but if the GRE 
software has access to camera data, we 
have shown that fitting of lines and 
calculation of distances within the same 
camera picture can be done with higher 
accuracy. We believe that this possibility 
can be used to increase the overall 
accuracy of the system also for plane 
segmentation. If 2D laser profiles are 
segmented into lines and lines from 
adjacent profiles are used for plane 
segmentation in a similar way as normal’s 
or curvatures are used in region growing 
we believe that the result will be better. 
This is due to the fact that lines fitted from 
2D profiles are more accurate than 
normal’s or curvatures approximated from 
triangular meshes. 
 
6. REFERENCES  
 
1. T. Varady, R. R. Martin, J. Cox, Reverse 
engineering of geometric models– an 
introduction, computer-aided design ,1997, 
29, 255–268. 
2. J. Hoschek, U. Dietz, W. Wilke, A 
geometric concept of reverse engineering 
of shape: approximation and feature lines, 
Proc. of the international conference on 
Math. Methods for curves and surfaces II 
Lillehammer, Vanderbilt University, 
Nashville, TN, USA, 1998, pp.253–262. 
3. G. Farin, J. Hoschek, M. S. Kim, 
Handbook of Computer Aided Geometric 
Design, Elsevier, Amsterdam, 2002. 



4. S. Larsson, J. Kjellander, Motion control 
and data capturing for laser scanning with 
an industrial robot, Robotics and 
Autonomous Systems,  2006, 54, 419–512. 
5.  URL:  http://varkon.sourceforge.net. 
 
6. H.Woo, E. Kang, S. Wang, K. H. Lee, A 
new segmentation method for point cloud 
data, International Journal of machine 
Tools & Manufacture, 2002, 42 167–178. 
7. H.-C. Kim, S.-M. Hur, S.-H. Lee, 
Segmentation of the measured point data in 
reverse engineering, The International Jou-
rnal of Advanced Manufacturing Techno-
logy, 2002, 20, 571–580. 
8. S.-M. H. D.-Y. Y. Seok-Hee Lee, Ho- 
Chan Kim, Stl file generation from measu-
red point data by segmentation and 
Delaunay triangulation, computer-aided 
design, 2002, 34, 691–704. 
9. C. Kuo, H.-T. Yau, a Delaunay based 
region-growing approach to surface recon-
struction from unorganized points, 
computer-aided design, 2005, 37, 825–835. 
10. S. Petitjean, a survey of methods for 
recovering quadrics in triangle meshes, 
ACM Comp. Surveys 2, 2002, 34, 1–61. 
11. R. Sacchi, J. Poliakoff, P. Thomas, 
Curvature estimation for segmentation of 
triangulated surfaces, Proc. of IEEE 
conference on 3-D Digital imaging and 
Modeling ,1999, 536– 543. 
12. G. V. T. Rabbani, F. A. van den heuvel, 
segmentation of point clouds using 
smoothness constraint, Proc. of Commi-
ssion V Symposium Image Engineering and 
Vision Metrology, 2006, XXXVI, part 5. 
13. E. Lengyel, Mathematics for 3D Game 
programming and Computer Graphics, 
Massachusetts, 2002. 
14. P. B. R. Martin, T. Varady, Algorithms 
for reverse engineering boundary 
representation models, computer-aided 
design, 2001, 33 839–851. 
15. M. Rahayem, J. Kjellander, S. Larsson, 
Accuracy analysis of a 3d measurement 
system based on a laser profile scanner 
mounted on an industrial robot with a 
turntable,  Proc. of ETFA 12th IEEE 

conference on Emerging Technologies and 
Factory Automation, 2007, pp 880-883. 
16. S. Horowitz, T. Pavlidis, Picture 
segmentation by a directed split-and merge 
procedure, Proc. of the Second Inter-
national Joint Conference on Pattern 
Recognition, 1974, pp. 424–433. 
17.  B. Parvin, G. Medioni, Segmentation 
of range images into planar surfaces by 
split and merge, CVPR86, 1986, pp. 415–
417. 
18. X. Jiang, H. Bunke, Fast segmentation 
of range images into planar regions by scan 
line grouping, Mach. Vision Appl. 7, 1994, 
2, 115–122. 
 
7.  DATA ABOUT AUTHORS 
 
Mohamed Rahayem, B.Sc. Electrical Eng-
ineering, PhD student  
Dept. of Technology, Örebro University  
SE-70182 Örebro  
E-mail: mohamed.rahayem@tech.oru.se  
Fax:     +46 19 303463 
Phone: +46 19 301137 
 
Johan Kjellander, PhD, Senior lecturer  
Dept. of Technology, Örebro University  
SE-70182 Örebro  
E-mail: johan.kjellander@tech.oru.se  
Fax:     +46 19 303463 
Phone: +46 19 303970 
 
Sören Larsson, PhD, Lecturer  
Dept. of Technology, Örebro University  
SE-70182 Örebro  
E-mail: soren.larsson@tech.oru.se  
Fax:     +46 19 303463 
Phone: +4619301048 
 


